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Abstract—End-to-end traffic engineering (E2E TE) in multi-hop wireless networks is hard since the nodes are dynamic and can fail or move. As the network size grows, the dynamism of the nodes prohibits E2E TE approaches using paths as well as network state defined using highly variant nodes and links. Thus, E2E TE over such dynamic networks require the capability of expressing E2E paths and network state in a manner independent of the nodes. We propose a roadmap-based trajectory planning scheme to perform E2E TE over multi-hop wireless networks. We illustrate how our roadmap-based approach can automate the process of planning/selecting the trajectories so that better balancing of the traffic is achieved. We compare our roadmap-based approach to its shortest-path routing counterpart, Greedy Parameter Stateless Routing (GPSR), and show that beneficial tradeoffs can be attained.

I. INTRODUCTION

A network with well-engineered traffic exhibits the property of well balanced traffic on it. Such load balancing is needed for various desired performance measures such as reducing hotspots to attain a higher aggregate network throughput and reducing vulnerability to failures caused by overloading of routers. Particularly for wireless (sensor) networks where power is precious, traffic engineering (TE) increases the lifetime of the network. However, it is not an easy task to engineer/steer the traffic so that an evenly distributed traffic emerges on the network.

Although local techniques, such as back-pressure methods [1], can be developed for congestion-based traffic engineering, they tend to be unstable and generate unreliable paths that end up becoming useless for the end-to-end transport protocols like TCP. Because of this drawback, researchers have focused on “end-to-end” traffic engineering (E2E TE) techniques where the paths are decided in a global manner considering the source and destination pair for each flow. Such global look at the problem allows the network administrator to resolve collisions among E2E flows and attain better load balancing across the whole network. Backbone ISPs regularly employ such end-to-end traffic engineering techniques using protocols like MPLS [2]. Further, such E2E TE allows accommodation of application-specific requirements as well. For example, the administrator could steer delay-sensitive application traffic on to shorter paths while trying to balance the load.

However, a correspondent E2E TE capability for multi-hop wireless networks has not been achieved. Likewise, there have not been enough studies on E2E TE in multi-hop wireless networks so far. In a multi-hop wireless network, where nodes and links could be dynamic (i.e., failing or moving), it is hard to support application-specific requirements such as maximum throughput, minimum delay and minimum packet loss. On one hand, the transport layer protocols have to be robust and tolerant to packet losses or delays (which requires stable E2E paths or services being provided by the network layer); on the other hand, the network layer protocols must be flexible and capable of “scalably” dealing with the dynamics of the network (which causes variation in the service quality provided to the upper layers). Also, they both need to adapt to the specific needs of the applications.

To steer E2E flows for load balancing and hosting application-specific needs, trajectory-based routing (TBR) [3], [4] is promising routing scheme that enables definition of E2E paths over a network where nodes and links are dynamic and, potentially, moving. In TBR, the E2E path is defined in terms of a trajectory and is not directly dependent on the nodes being traversed. The source node encodes the trajectory into data packets’ headers and each intermediate node forwards the data packets to its neighbors according to the trajectory decoded from the packet headers. However, trajectories need to be adjusted to avoid holes or obstacles in the network, which require collection of information about the network so that the source node can pick the E2E trajectories properly.

We propose to use roadmaps [5] to generate obstacle-free trajectories while keeping the nice features of TBR, such as flexibility to enable E2E TE and agility to the application-specific constraints and dynamic nature of multi-hop wireless networks. In robotics, roadmaps are great tools and are widely used for robot navigation. A roadmap is a weighted-graph which is used to find a safe path between a start and a goal point. In [6] and [7], robot navigation is performed by the help of a roadmap and is aided with a wireless sensor network. The network collects information about the environment and the robot builds and adjusts the roadmap according to this information and makes decisions by following a path on the roadmap. Since we work on a mobile network and TBR is not dependent to some specific nodes, a roadmap is suitable for generating trajectories.

Load balancing is easier with a roadmap and trajectories than other methods with heavy calculations, potentially requiring information about the underlying topology. In order to achieve longer network lifetime, for example, we need to prevent the use of specific nodes more often than the others. This is achievable by using different nodes for different trajectories, changing the trajectory after some time for long-lasting connections, and also by dividing the traffic into several trajectories. While a trajectory is in use, we increase the weights of the corresponding roadmap edges over time. The
Further, since the obstacle avoidance and E2E TE problems are dependent, we realized they could be solved with a common method. As the baseline, we assume that there is minimum information about the environment; however, to provide better solutions we assume feedback from the lower layers for some methods. We further assume that the wireless nodes are distributed on a planar field and know their positions using Global Positioning System (GPS) [8] or a similar system.

The source node gets the position of the destination node from a distributed hash table (DHT) [9], so that it knows which coordinates to send the packets. The application provides constraints and the route selector generates the ideal trajectory and passes it to TBR at the network layer and TBR does its best to deliver the packets to the destination. In this manner, E2E TE in multi-hop wireless networks becomes all about choosing the best obstacle-free trajectories and the parameters for each connection and let the lower layers do their jobs.

The rest of the paper is organized as follows: In Section II, we review the literature for the usage of roadmaps in robotics. Then, in Section III, we describe our proposed framework with roadmaps and E2E TE. Section IV presents an initial simulation-based evaluation of our approach. Section V discusses simulation results and compare both protocols. Finally, Section VI includes conclusion and future work.

II. RELATED WORK

Load balancing in multi-hop wireless networks has been a heavily studied area. Most of the prior work focused on maximizing lifetime of a wireless sensor network with the understanding that sensor nodes have limited power. A plethora of ideas were explored for solving the problem of holes geographic routing techniques [10] and mitigating hotspots via back-pressure methods [1]. Back-pressure techniques suffer from convergence issues and may need prohibitively large overhead to keep the routing under control [11]. Although efforts for scaling back-pressure techniques has been undertaken (e.g., by splitting the network into clustering [12] or by establishing stability via geographic routing [13]), their nature is to handle the globe load balancing problem via local moves which is how back-pressure works.

Some recent work aimed to reach global solutions to the problem by more proactive designs [14] or involving more complex routing constructs like multi-paths [15], multicasts [16], or a mix of multicasts and anycasts [17]. However, none of these techniques allow E2E steering of flows. To the best of our knowledge, our roadmap-based approach is the first to provide a technique to enable source nodes to steer the flows without being explicitly dependent on the network.

In general, roadmaps are heavily used for path planning and summarizing network state. In robotics, for example, roadmaps [5] are widely used for robot navigation. A roadmap is a weighted graph which is used to find a safe path between a start and a goal point in a continuous space. Bhattacharya et al. [6] introduced an approach of building a roadmap with the global information collected from a wireless sensor network. The roadmap is then used by robots to find a safe path without needing to navigate the environment to find such a path. Another work [7] proposed a different approach to the “safe path” problem. Instead of building the roadmap independent of the distribution of the wireless sensor network, they build the roadmap on the network. Some of the nodes are selected as the milestones of the safe path from the start to the goal. Each milestone builds paths to other nearby milestones through intermediate nodes that are called edge nodes. Although our work has aspirations from these robotics literature, it has many differences and has a very different goal: maximize network throughput by balancing the traffic.

III. ROADMAPPING-BASED E2E TE FRAMEWORK

The problem of selecting the best path for balancing the traffic load (E2E TE) in the network is difficult [18]. It further gets complicated if one wants to accommodate application-specific constraints (e.g., path accuracy or max delay) while selecting the paths. In backbone networking, administrators tune IGP link weights to balance the traffic on shortest paths and use MPLS to steer the traffic towards specific (non-shortest) paths. The basic idea of our E2E TE framework is to use roadmaps for deciding which paths to select.

As illustrated in Figure 1, the source node maintains a roadmap, summarizing the network state, and updates it based on congestion indications from the network. When sending data to a destination, the source consults the roadmap and finds the shortest path on the roadmap. It uses this shortest-path as the “ideal trajectory” to follow. It further updates this ideal trajectory to an “approximate trajectory” which is understandable by the network nodes. This approximation helps reduce the forwarding complexity of the packets at the nodes by simplifying the ideal trajectory. It also allows consideration of application-specific factors such as path accuracy (how well the packets follow the ideal trajectory) and max delay. Our earlier work addressed how to balance the tradeoff between application-specific constraints and the routing complexity at the network [19]. In this work, we use path accuracy as the application-specific constraint.

Our framework achieves the traffic load balancing by allowing the link weights on the roadmap to be updated. As congestion indications pertaining to a network region arrive, the weights of the roadmap links corresponding to that region could be increased. Likewise, as a particular network region...
stays idle over time, the roadmap links’ weights for that region are decreased. This adaptive tuning of the link weights will steer the shortest paths selected from the roadmap to be less utilized ones, and hence attain a balanced traffic load.

A. Forming Roadmaps

The first step of building a roadmap is to generate imaginary vertices randomly located on the region covering the network. Yet, two vertices cannot be closer to each other than a distance $d_e$ and these vertices are connected to each other with an edge if the distance between them is less than $d_f$. Initially each edge’s weight is set to a determined value $E_0$ which will be changed depending on usage of the roadmap. Source-destination pairs are assumed to be a part of the roadmap. Therefore, shortest path can be calculated over roadmap. The sequence of edges on the shortest path becomes the ideal trajectory for the transmission. Figure 2 shows a sample roadmap and an ideal trajectories between a source node and a destination node. Roadmaps are generated independently and stored locally by each node on the network.

![Figure 2: Roadmap and generated ideal trajectory](image)

B. Representations for Approximate Trajectory

To ease the processing during forwarding, we limit the representation of the approximate trajectory to a small set of curves. The ideal trajectory is expressed as a concatenation of these simpler representations. In [20], we used three polynomial curves to express the approximate trajectories: line, quadratic polynomial, and cubic polynomial. One limitation with polynomial curves is that the curve cannot have more than one point on a specific $x$-intercept. In order to obtain a curve which has more than one point on an $x$-intercept, one must generate a similar curve and change its orientation. Bézier curves do not have this limitation because they are defined by control points.

Bézier curves are more practical and flexible compared to polynomial curves and the parameter $t$ is very useful for packet forwarding, because, curves are defined by control points so they can have more than one point on a specific $x$-intercept. Also, Schneider’s nearest point on curve algorithm [21] is used to calculate reference points on curves. We used three Bézier curves for this purpose:

- **Linear Bézier curve:** $B(t) = (1-t)P_0 + tP_1$, $t \in [0, 1]$
- **Quadratic Bézier curve:** $B(t) = (1-t)^2P_0 + 2(1-t)tP_1 + t^2P_2$, $t \in [0, 1]$
- **Cubic Bézier curve:** $B(t) = (1-t)^3P_0 + 3(1-t)^2tP_1 + 3(1-t)t^2P_2 + t^3P_3$, $t \in [0, 1]$

where $P_i$s are the control points.

After acquiring an ideal trajectory from the shortest path on the roadmap, approximate trajectory must be generated by using a trajectory approximation method and Bézier curve fitting algorithms. We used Equal Error Heuristic (EEH) [20] as the approximation method for the framework and M. Khan’s Bézier curve fitting algorithms in [22] and [23]. For EEH, we set the application’s accuracy constraint as 500 pixels, i.e., the approximate trajectory cannot be more than 500 pixels away from the ideal trajectory.

C. Packet Forwarding

When forwarding a packet along a trajectory curve, several different ways are possible for selecting the next neighbor: the neighbor closest to the destination (i.e., farther along the trajectory) or the neighbor that yields the least amount of deviation from the curve. Depending on the application-specific constraint, a particular forwarding technique could be adopted. For instance, if the application is sensitive to delay, choosing the neighbor closest to the destination would be better. Since we are using path accuracy as the application’s desired constraint, we adopted the Closest to Curve (CTC) method [4] to pick the next hop. CTC works as follows: Assume node $A$ that decodes the trajectory curve from a packet she needs to forward. First, $A$ calculates its position on the curve by finding the $t_A$ value of the closest point on the curve. Then it calculates $t_i$ values for each neighbor $N_i$ on the curve. Note that $t_i$s will all be in $[0, 1]$, with greater meaning farther along the curve. Then we pick the neighbor which is closest in distance to the curve where $t_i \in [0, 1]$ and $t_i > t_A$. $A$ also checks if any of its neighbors are on the next segment of the trajectory if exists. In this case it picks the closest neighbor to the next trajectory segment.

D. Merging Congestion Indications to Roadmaps

Initially, transmission attempts by the source node are more likely to fail because roadmap edges are set to initial values and do not accurately reflect the network state. However, the roadmap will be shaped by a feedback mechanism and become a more accurate and balanced representation of the network. Mobility, changes in the network traffic and other dynamics of the environment affect the robustness of this balanced state of the roadmap. There are two types of feedback from the network to the source nodes:

**Feedback 1 – Hitting a Void Area:** The first type of feedback comes from nodes which cannot find a feasible node on the trajectory to forward a packet to. Such areas where there are no nodes are called **void areas**. In that case, the node drops the packet, inverts the trajectory of the dropped packet and sends a feedback packet, that has a high priority, back to the source node. Feedback packets include the fail location, so, the source node will stop the flows traversing that fail location. Also, the source node marks the roadmap edges close to the fail location by increasing their values. Finally, the source node calculates a new trajectory and resumes transmission over it.

**Feedback 2 – Hitting a Congested Area:** Second type of feedback comes from congested nodes. When a node drops a packet due to congestion, it broadcasts a feedback packet...
including the information of congested location. Since such broadcasts are expensive, the nodes ignore packet drops for a time period after broadcasting. Upon receiving these packets, the source nodes mark the roadmap edges around the congested location. Then, for every flow using those edges, they generate a new trajectory with a 50% probability.

The feedback mechanism tells the source nodes whether a packet drop is caused by congestion or void area. However, a source node cannot tell whether the condition is permanent or temporary. The congestion may be resolved after some of the source nodes change their trajectories or new nodes may arrive at the void areas in the future. Therefore, all cases are assumed as temporary. Over time, the source nodes gradually decrease all roadmap edges’ values.

TABLE I. NETWORK PROTOCOL PARAMETERS

<table>
<thead>
<tr>
<th>Layer</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Layer</td>
<td>128 bits</td>
</tr>
<tr>
<td>Propagation delay</td>
<td>1 µs</td>
</tr>
<tr>
<td>Slot time</td>
<td>50 µs</td>
</tr>
<tr>
<td>SIFS</td>
<td>28 µs</td>
</tr>
<tr>
<td>DIFS</td>
<td>128 µs</td>
</tr>
<tr>
<td>Minimum backoff window</td>
<td>16 µs</td>
</tr>
<tr>
<td>Maximum backoff window</td>
<td>1024 µs</td>
</tr>
<tr>
<td>Maximum retries before packet is dropped</td>
<td>10</td>
</tr>
<tr>
<td>RTS packet length</td>
<td>Physical header + 112 bits</td>
</tr>
<tr>
<td>CTS packet length</td>
<td>Physical header + 112 bits</td>
</tr>
<tr>
<td>MAC header</td>
<td>272 bits</td>
</tr>
<tr>
<td>MAC Layer</td>
<td></td>
</tr>
<tr>
<td>Slot time</td>
<td>50 µs</td>
</tr>
<tr>
<td>SIFS</td>
<td>28 µs</td>
</tr>
<tr>
<td>DIFS</td>
<td>128 µs</td>
</tr>
<tr>
<td>Minimum backoff window</td>
<td>16 µs</td>
</tr>
<tr>
<td>Maximum backoff window</td>
<td>1024 µs</td>
</tr>
<tr>
<td>Minimum retries before packet is dropped</td>
<td>10</td>
</tr>
<tr>
<td>RTS packet length</td>
<td>Physical header + 112 bits</td>
</tr>
<tr>
<td>CTS packet length</td>
<td>Physical header + 112 bits</td>
</tr>
<tr>
<td>MAC header</td>
<td>272 bits</td>
</tr>
<tr>
<td>Network Layer</td>
<td></td>
</tr>
<tr>
<td>Packet payload</td>
<td>8184 bits</td>
</tr>
<tr>
<td>Feedback packet payload</td>
<td>128 bits</td>
</tr>
</tbody>
</table>

IV. SIMULATION SETUP

To gain insights into how well our roadmap-based approach to path selection performs, we ran simulation experiments. Among the metrics of particular interest are the evenness of load balancing across network nodes, aggregate throughput, and average packet delivery time (i.e., end-to-end delay). We compared our roadmap-based TBR against GPSR [24], which is a shortest-path routing protocol and provides an excellent benchmark for comparative evaluation.

We implemented IEEE 802.11 MAC and PHY specifications with CSMA/CA [25] and integrated TBR and GPSR as network layer protocols. Finally, we implemented UDP [26] as the transport layer protocol. Table I shows the parameters we used in different layers of the network protocols.

TABLE II. ROADMAP VALUES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum edge length ((d_{min}))</td>
<td>120</td>
</tr>
<tr>
<td>Maximum edge length ((d_{max}))</td>
<td>240</td>
</tr>
<tr>
<td>Initial edge value ((E_0))</td>
<td>0.001</td>
</tr>
<tr>
<td>Each packet increment ((E_p))</td>
<td>0.01</td>
</tr>
<tr>
<td>Decrement over time ((E_-))</td>
<td>0.01</td>
</tr>
<tr>
<td>Decrement period ((E_p))</td>
<td>800 µs</td>
</tr>
</tbody>
</table>

Fig. 3. Source (green circle) and destination (red disk) nodes are positioned evenly on a circle. A traffic is generated between a source node and a destination node located on the opposite side of the circle.

We placed source and destination nodes on positions landing on a circle, as shown in Figure 3, so that the flows will collide. To do so, we drew an imaginary circle with diameter of 1200 pixels, right in the middle of the field. For \(n\) flows, we pick \(2n\) locations evenly distributed on the circle. Each location on this side of the circle is paired with the location on the opposite side.

We ran each simulation for 20s with traffic rate at 160 Kbps for each flow. This translates to \(~20\) packets per second per traffic flow. For each combination of parameters, we made 16 reruns with different seeds and used the average in plots.

V. RESULTS

We extracted throughput, packet delivery time, hop count and load balancing results from simulations for TBR and GPSR, and compared their performance by these metrics.
1) **Throughput:** Figure 4(a) shows successful packet delivery rates. TBR outperforms GPSR in almost every scenario. As the number of traffic flows increase, congestion also increases. High congestion greatly reduces performance of both protocols. When TBR hits a void area, packets on the bad trajectory are dropped. On the other hand, GPSR starts with the greedy forwarding mode for each packet. Because of this difference, GPSR sometimes perform slightly better than TBR on sparse networks.

2) **Hop Count:** Figure 4(b) shows the average number of hops that the packets take until reaching their destinations. Trajectories become longer when they go around the central area which increases the hop count. Increasing the buffer size reduces the congestion, namely hop counts. The spikes are caused by void areas which triggers the perimeter mode in GPSR.

3) **Packet Delivery Time:** Figure 5(a) shows average packet delivery times. As the number of flows increases, more packets are sent into the network. Therefore, nodes have to store the packets in their buffers more often which results in packet delays. Another reason for huge delays are large buffer sizes. When a buffer is large in size, the packets have to wait longer for their turn.

4) **Load Balancing:** Figure 5(b) shows how well TBR and GPSR can distribute the work load around the network. We define work load as the total number of packets received and transmitted. We count both the reception and the transmission of packets towards the work load since transmissions do contribute to the wireless channel usage. We specifically look at the standard deviation of the work load across the nodes of the network. A lower standard deviation of the work load means that the load is balanced better across the nodes.

Figure 6 shows the heat map of the nodes in a simulation run where network density is 20, number of flows are 10 and buffer size is 25. The results consistently show higher standard deviation for GPSR. As the number of traffic flows increase, the work load accumulates on a small number of nodes at the intersection point. When the buffer is full, a packet is dropped. Therefore, some source nodes change their trajectories and use different nodes on the next. This is more clear in Figure 6 that TBR better distributes the load over the whole network. The number of nodes involved in the traffic is much higher compared to GPSR. Also dark disks in GPSR show us that very few nodes take on the majority of the work load on themselves.

Results from our simulation experiments clearly show that the roadmap-based TBR outperforms GPSR in terms of aggregate throughput Figure 4(a) by better balancing the traffic load on the network. This confirms our intuition that path/trajectory selection over an abstract roadmap is capable of steering the traffic flows so that the network traffic is engineered for higher throughput. Of course, this gain in throughput means larger E2E delays in the traffic as shown in Figure 5(a). However, the good news is that the extra delay is not significant while the gains in throughput are large.

VI. SUMMARY AND FUTURE WORK

We presented a roadmap-based framework to perform E2E TE by using TBR. We detailed how to generate ideal trajectories avoiding obstacles and void areas while trying to balance the traffic load in a multi-hop wireless network. We compared our roadmap-based framework to GPSR – the most widely used benchmark protocol for shortest-path routing in multi-hop wireless networks. Our approach showed significantly higher throughput in almost every condition. Workload heatmap showed that roadmap-based TBR distributes the load over the network, while GPSR keeps the load on a small number of nodes at the center of the topology. On the other hand, TBR packets take slightly longer time to reach their destinations because they take longer paths compared to GPSR packets. This tradeoff was expected and it proved to be good for our framework; because, the throughput gains of TBR were very high when the amount of additional delay was considered. For example, TBR attained 2.75 times more throughput for cases where its packets had to go through 25% additional delay.

![Fig. 4](image.png) TBR delivers higher throughput in most scenarios while it usually uses more hops than GPSR.

![Fig. 6](image.png) Load balancing for GPSR (left) and TBR (right): Each circle represents a node. Opaqueness of circles shows the workload (# of pkts received + transmitted). TBR distributes the load better than GPSR. ($D = 20, F = 10, B = 25$)

Our trajectory planning techniques can be improved in several ways. Instead of distributing roadmap vertices randomly on the field, a common pattern can be used. A roadmap

---

D – Network density (Average number of neighbors)
F – Number of traffic flows (Source – destination pairs)
formed of triangles, squares or hexagons may yield higher performance. The edges are formed according to fixed $d_c$ and $d_f$ values. We also fixed other parameters such as $E_0$, $E_+$ and $E_-$. Again, different values and varying parameters may give better performance. These parameters can also be functions of other parameters such as the network density and node transmission range. Also, improvements to the feedback mechanism can help a good deal for preventing congestion. For instance, probing the congestion status along trajectory before sending data packets would be a more proactive way of collecting network state and will generate better E2E throughput.

The current implementation generated one roadmap for each node, and the nodes do not share their roadmaps with each other. A better approach would be to generate a global roadmap and make the nodes share their updates with each other. Last, but not the least, stability and convergence properties of E2E TE using roadmap-based TBR needs to be studied.
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