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M/M/1 and M/M/1/K Link Models

= REC can be large as the amount of premium traffic is small — a situation likely initially
= REC increases
= as the burstiness of traffic increases.
= as the network utilization increases.
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