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Abstract—A wireless transmitter learns of a packet loss and in-
fers collision only after completing the entire transmission. If the
transmitter could detect the collision early [such as with carrier
sense multiple access with collision detection (CSMA/CD) in wired
networks], it could immediately abort its transmission, freeing the
channel for useful communication. There are two main hurdles
to realize CSMA/CD in wireless networks. First, a wireless trans-
mitter cannot simultaneously transmit and listen for a collision.
Second, any channel activity around the transmitter may not be
an indicator of collision at the receiver. This paper attempts to
approximate CSMA/CD in wireless networks with a novel scheme
called CSMA/CN (collision notification). Under CSMA/CN, the re-
ceiver uses PHY-layer information to detect a collision and imme-
diately notifies the transmitter. The collision notification consists
of a unique signature, sent on the same channel as the data. The
transmitter employs a listener antenna and performs signature cor-
relation to discern this notification. Once discerned, the transmitter
immediately aborts the transmission. We show that the notifica-
tion signature can be reliably detected at the listener antenna, even
in the presence of a strong self-interference from the transmit an-
tenna. A prototype testbed of 10 USRP/GNU Radios demonstrates
the feasibility and effectiveness of CSMA/CN.

Index Terms—Collision detection, wireless communication.

I. INTRODUCTION

M AC PROTOCOLS in wired LANs are based on the prin-
ciples of carrier sense multiple access with collision de-

tection (CSMA/CD). With CSMA/CD, the transmitter simulta-
neously transmits and listens on the wired channel. On detecting
a collision, the transmitter aborts its own transmission almost in-
stantaneously. Performance improves because the remainder of
the packet is not transmitted unnecessarily. Instead, the channel
is released for other productive transmissions.

Wireless MAC protocols, however, must rely on CSMA/CA
(collision avoidance). The transmitter must complete the en-
tire packet transmission and then infer a collision from the ab-
sence of an ACK from the receiver. Channel utilization degrades
because the failed packet will have to be retransmitted later.
To reduce channel wastage, it would be desirable to emulate
CSMA/CD-like behavior even in wireless networks.
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Fig. 1. Illustration of the basic operations of CSMA/CN protocol.

CSMA/CD is considered infeasible in wireless networks due
to two main constraints. First, a wireless transmitter cannot
transmit and listen on the same channel simultaneously. Even
if it could, say with additional hardware, the signal strength of
its own transmission (self-signal) would be too strong to detect
a collision by the transmitter. Second, the wireless channel
conditions are different at the transmitter and the receiver.
Therefore, a collision detected by the transmitter may not
indicate a collision at the receiver. Limited by these constraints,
a wireless transmitter first completes the transmission and
then waits for an ACK from the receiver. If the ACK does not
come back within a timeout duration, the transmitter assumes
collision and prepares for retransmission.

We propose to approximate CSMA/CD for wireless networks
with a scheme called CSMA/CN (collision notification). The
high-level idea is simple. While receiving a packet, the receiver
uses physical-layer hints [1] to detect a collision and immedi-
ately notifies the transmitter. The transmitter utilizes two an-
tennas: one for normal transmission, and another dedicated to
listening for the notification. Upon detecting the notification,
the transmitter aborts its transmission, freeing up the channel
for other transmitters in the vicinity.

Even with an additional listener antenna at the transmitter,
two challenges underlie the design of CSMA/CN: 1) How does
the receiver detect a collision while the packet is being received?
2) How does the transmitter detect a collision notification during
its own transmission? We propose to address these issues by ex-
ploiting signal correlation. This primitive allows for discerning
a known bit pattern even in the presence of a strong interference.
Empowered by the correlation primitive, we develop the com-
plete CSMA/CN protocol.

The operation of CSMA/CN can be summarized as follows.
The transmitter has two interfaces tuned to the same channel,
one for transmission and another for listening. The receiver has
a single interface (Fig. 1). Once the communication begins, the
receiver exploits preamble correlation to detect the presence of
an interfering frame. Realizing that the packet reception is likely
to fail, the receiver checks the confidence of incoming bits via
physical-layer hints from SoftPHY [1], [2]. When the receiver
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is reasonably confident of an error, it initiates a collision noti-
fication to the transmitter. The notification is a short signature
unique to the receiver, also known to the transmitter. The trans-
mitter’s listening antenna continuously “searches” for this sig-
nature using correlation. We show that even in the presence of
a strong signal from the transmit antenna, signature correlation
at the listening antenna can reliably discern the collision noti-
fication. The transmitter aborts, releasing the channel for other
nearby transmitters.

Several questions arise with respect to the design and appli-
cability of CSMA/CN. We touch upon a few relevant ones here
and discuss them in detail in Section VI.

1) Instead of aborting the transmission, why not recover from
packet errors with a scheme such as Partial Packet Recovery
(PPR) [2]? PPR guesses which parts of a packet are in error and
requests the retransmission of only those parts. With few bit er-
rors, PPR offers good gains because it avoids an entire packet
retransmission. However, when a packet undergoes a collision,
many bits are likely to be in error, and retransmitting all of them
can be wasteful. Collision notification aborts the transmission of
a colliding packet. The intuition is that aborting (or prevention)
is better than recovery (or cure). The rest of the packet’s trans-
mission is resumed later after appropriate backoff adjustment.

2) Instead of correlation, why not use interference cancella-
tion to remove self-interference, and then “decode” the colli-
sion notification? Observe that the collision notification will be
significantly weaker than the self-signal. Decoding this weak
signal [with signal-to-interference-plus-noise ratio (SINR) far
less than 0 dB] will require near-accurate self-signal cancella-
tion. Such precise cancellation is hard in practice, making de-
coding unreliable. Correlation, on the other hand, is more ro-
bust, especially if combined with some degree of (even imper-
fect) self-signal cancellation. Moreover, for decoding a packet,
it needs a preamble increasing the overhead and turnaround time
for the collision notification.

3) Instead of listening on the additional interface, why not use
the interface for parallel communication on a different channel?
Note that the “listener” may not be viewed as another inter-
face, only an antenna with correlation (and self-signal suppres-
sion) logic. Decoding capabilities are not necessary, hence this
logic can be part of the same interface. Moreover, collision no-
tification is transmitted on the same frequency channel as data,
thereby requiring no additional bandwidth.

In addition to addressing these performance-oriented ques-
tions, CSMA/CN could potentially contribute toward the archi-
tecture of future wireless systems. Harnessing this potential is
a topic of our future work. In this paper, we confine our focus
to the feasibility of a MAC scheme. Our main contributions can
be summarized as follows.

• Identify a middle ground between CSMA/CD and CA.
CSMA/CN is an early attempt to rethink medium access
control protocols in wireless networks. This paper ex-
plores the first steps in this direction, demonstrating that
further progress is feasible and worth pursuing.

• Develop the Collision Notification architecture with prac-
tical constraints in mind. We incorporate two methods of
self-signal suppression: 1) modeling and subtracting the
wireless self-signal; and 2) sending the self-signal over a
physical wire, and then subtracting it with greater preci-
sion. We show the feasibility of detecting collisions at the

Fig. 2. Formats of CSMA/CN data frame and collision notification. Trans-
mitter � inserts receiver �’s signature after the data frames’s preamble. Col-
lision notification from � consists of only its own signature. (a) Data frame.
(b) Collision notification.

receiver, as well as reliable identification of the collision
notification at the transmitter.

• Implement and evaluate CSMA/CN on a prototype of 10
USRP/GNU Radio nodes. Experimental results show con-
sistent throughput improvements over IEEE 802.11 and
PPR. We identify several avenues of further research.

Section II describes the architecture of CSMA/CN and fo-
cuses on the higher-level design of the system. The underlying
challenges in implementing the key primitive—signal corre-
lation—are detailed in Section III. Thereafter, we present the
performance evaluation, limitations and opportunities, related
work, and finally the conclusions.

II. ARCHITECTURE AND DESIGN

We believe that any attempt to abort a colliding transmission
in wireless networks will need to conform to the following func-
tional requirements: 1) awireless transmitter cannot reliably
detect the collision on its own; the receiver must get involved;
) Receiver will need to detect collision and convey it back be-
fore the packet is fully transmitted; 3) needs at least an addi-
tional antenna for listening while transmitting. This section pro-
poses CSMA/CN as a practical system that conforms to these
requirements.

A. Transmission and Collision Detection

In CSMA/CN, the transmitter uses one interface for trans-
mitting and the other (listener) for listening. The receiver
uses its single interface for multiplexing between transmission
and reception. Transmission is initiated as in IEEE 802.11, ex-
cept one difference: For every packet, the PHY-layer preamble
is concatenated with an additional bit sequence, a signature,
uniquely computed from the intended receiver’s identifier
[Fig. 2(a)]. ensures the channel is idle and transmits this
packet using the transmit antenna. The listening antenna,
by virtue of being very close to the transmitting antenna,
receives this signal with a high signal strength—we call this
the self-signal. The packet’s intended receiver also receives
the transmitted signal and starts decoding the arriving bits.
Simultaneously, initiates collision detection.

Collision happens when a nearby transmitter interferes
with ’s reception, causing packet corruption (Fig. 3). To detect
such collisions, receiver “searches” for a PHY-layer preamble
in its incoming signal. Searching occurs through correlation of
the preamble with the signal arriving at ’s antenna. This hap-
pens in parallel and does not affect the normal packet decoding
procedure. Once ’s preamble impinges on ’s antenna, the
correlation exhibits a spike, raising an alert that the packet may
be in “trouble.” Of course, arrival of a new preamble may not
necessarily cause a collision; reception of the packet may be
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Fig. 3. While receiving from the transmitter � , the receiver � searches for a
preamble of another frame via correlation [denoted Corr(Pre)].

Fig. 4. While overhearing from the other transmitter ��, the receiver �
searches for its own signature via correlation [denoted Corr(Sign���)].

Fig. 5. During their respective transmissions, the transmitter � searches for its
receiver �’s signature, whereas �� searches for ��’s signature. Hence, when
� sends a collision notification, only � aborts its transmission.

successful sometimes even in presence of the interference. To
verify the impact of interference, consults SoftPHY [2] to
obtain confidence values of the bits arriving from . The confi-
dence value is an indicator of how likely a bit is in error. Based
on a window of confidence observations, infers whether the
packet is expected to get corrupted. If so, halts reception and
prepares to send a collision notification to transmitter .

Now, if the interferer starts first, and the transmission from
starts later, may need to abort (Fig. 4). However, must

first ensure that the later-arriving signal is actually meant for
itself. Preamble correlation is not sufficient because may use
the same preamble for transmitting to some other receiver;
should not send an abort then. Because of this, “searches” for
its own signature in the signal. If intends its transmission to

, it would embed ’s signature in the packet. will detect
this through signature correlation.

To summarize, the receiver searches for a preamble while
receiving its frame of interest, but searches for its own signature
while receiving an interfering frame.

B. Collision Notification and Abort

Upon detecting a collision, stops receiving and prepares
to transmit a collision notification (CN). The CN is composed
of only ’s own signature. This is the same bit sequence that
included in its packet to [Fig. 2(a) and (b)]. The receiver trans-
mits the CN packet like a regular 802.11 ACK—there is no car-
rier sensing, hence the CN is transmitted even though the trans-
mitter is still transmitting. The listening antenna of the trans-
mitter continuously correlates for the receiver’s signature in the
incoming signal (Fig. 5). This correlation is more challenging
because the self-signal is much stronger than the notification.
We show that even then the listener can discern the notification
with consistent accuracy.

Upon detecting the collision notification, the listener imme-
diately alerts the transmitting interface, which then suspends the
transmission (other transmitters around, such as , do not sus-
pend their transmissions because they are correlating with their
respective receivers’ signature, not ’s). The correctly aborted
transmitter backs off as prescribed in 802.11. Other backlogged
nodes in the vicinity take up this opportunity to transmit; if no
other node transmits, the same transmitter may resume the trans-
mission of the aborted frame.

C. Packet Resumption and Acknowledgment

Under CSMA/CN, the transmitter does not retransmit the
entire aborted packet. Instead, it resumes transmission from
byte , where indicates the maximum in-sequence byte
received correctly by the receiver. can be estimated because
the receiver takes a constant time to detect the collision after
its occurrence, responds with a fixed-size collision notification
after SIFS interval, and the transmitter detects the notification
signature in a constant time. Other remaining propagation
delays are constant as well. Suppose the transmitter receives a
notification while transmitting byte . Then, the estimate
of bytes, where is determined
based on the transmission bit rate. For example, in our design,
collision detection takes time equivalent to 20 B. The time
for notification signature of 20 B using BPSK over 20-MHz
bandwidth is 8 s. Thus, the turnaround time for notification
including the SIFS interval of 10 s would be 18 s. This cor-
responds to 122 B at 54 Mb/s. Including the collision detection
overhead of 20 B, a conservative estimate of would be
150 B. Hence, if a sender is transmitting a 1500-B packet and
aborts transmission at the 751th byte, it will resume
from the 601st byte. Once the packet is transmitted, the
CSMA/CN receiver responds with an ACK when it is received
correctly. However, unlike 802.11 ACK frame, CSMA/CN
ACK is simply a signature. If no ACK signature returns from
the receiver, the transmitter times out and retransmits the entire
packet.

We believe CSMA/CN is a simple approach to wireless
medium access control. The following two pseudocodes cap-
ture the core flow of operations under CSMA/CN.

Algorithm 1: T.transmit(R, Data)

1: Begin sending frame Preamble:Sign(R):Data
2: Keep listening and correlating with Sign(R)
3: if Corr(Sign(R)) high then
4: Suspend and resume transmission after backoff
5: if no Corr(Sign(ACK(R))) at the end of transmission then
6: Retransmit after a random backoff

Algorithm 2: R.receive()

1: if frame of interest is already being received then
2: if Corr(Pre) high and many bits suspect then
3: Transmit Sign(R)
4: if interfering frame is being received then
5: if Corr(Sign(R)) high then
6: Transmit Sign(R)
7: if frame of interest reception successful then
8: Transmit Sign(ACK(R))$>$
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D. Points of Discussion

There may be many concerns one might have related to the
design of CSMA/CN. We list and clarify some of them below.

1) A pertinent issue is whether the collision notification will
interfere with nearby active transmissions. This will certainly
be true when the interferer’s receiver is close to the no-
tification sender . Nevertheless, the small size of the notifi-
cation permits various possibilities for efficient recovery. When
it interferes, the short window of bit errors can be repaired by
a scheme like PPR, as if it is a small burst of fading loss. PPR
is an effective scheme to cope with fading and can handle er-
rors due to notification as well. Alternatively, the packet may
be augmented with just enough error correcting codes to re-
cover from the notification-sized errors [3]. Finally, observe that
802.11 ACKs can also induce errors at a nearby receiver, much
like CSMA/CN’s collision notifications. They only differ in the
kind of topologies they impact. We will later evaluate these im-
pacts in Section IV. Also note that under CSMA/CN, a receiver
first correlates with a preamble. Only upon strong correlation,
it inspects bit confidence values for detecting a collision. A col-
lision notification is simply a signature without any preamble.
Therefore, a collision notification does not cause cascading col-
lision notifications.

2) Another question is what happens when two transmitters
send to the same receiver? The receiver locks on to the trans-
mitter that starts first, and while decoding its bits, simultane-
ously searches for a second preamble. On detecting the second
transmitter’s preamble, and confirming collision, it sends a col-
lision notification. Both transmitters listen for the common re-
ceiver’s notification and abort their transmissions.

3) Since the detection of collision and notification both de-
pend on signatures, how many distinct signatures do we need
for the CSMA/CN approach to work correctly? The number of
signatures in the network varies as a function of the number of
nodes because the signature effectively identifies the recipient
of the data frame (or transmitter of the notification). Hence, the
required signature space is .

With a basic understanding of the CSMA/CN architecture,
we now present the core signal correlation primitive that un-
derpins CSMA/CN. We begin with a brief background on this
topic, followed by the description of correlation and self-signal
suppression techniques.

III. CORRELATION PROCESS

CSMA/CN’s two main challenges pertain to detecting a
collision and discerning the notification. Both these operations
amount to searching for a known pattern (preamble or signa-
ture) in an incoming signal. We propose to accomplish this by
performing cross correlation (similar to that in [4]) between
the known pattern and the arriving signal. It is expected that
when the pattern is present in the arriving signal, their cross
correlation would yield a high correlation value. Therefore,
by tracking the correlation value for such a spike, a station
can verify the presence or absence of a pattern in the received
signal. We refer to this as signal correlation.

The application of signal correlation to detect a collision
at a receiver is straightforward. While receiving the signal
of interest, the receiver can simply correlate with the known
preamble. While overhearing the interference, the receiver

can correlate with its own signature to recognize when a
new transmission is meant for itself. On the other hand, the
detection of collision notification at the transmitter is more
challenging. The strong self-signal at the listening antenna can
mask the notification from a faraway receiver leading to weak
correlation. To achieve correlation of even weak notifications,
we propose to suppress the self-signal with the aid of inter-
ference cancellation techniques. A perfect cancellation is not
necessary—rather an approximate suppression is sufficient to
strengthen the correlation and discern the notification from a
distant receiver. We describe these schemes next, beginning
with a brief background on signal correlation. We also show
later that careful assignment of signatures is not necessary to
unambiguously identify the receivers.

A. Signal Correlation

A wireless transmitter maps the bits of a packet into com-
plex symbols as part of digital modulation. Therefore, a trans-
mitted signal can be treated as a sequence of complex symbols.
Let be the complex number representing the th trans-
mitted symbol. Let represent the corresponding received
symbol after it gets attenuated and phase-shifted by the wire-
less channel. We can approximate their relationship as

, where is also a complex number representing
the channel coefficient between the transmitter and the receiver,
and is random noise.

Suppose we intend to search a known symbol pattern of
length in the received signal . We can then define their cross
correlation at a shifted position as

where is the complex conjugate of . The correlation
coefficient is low when is not present in . Even
when is present, it stays low until aligns with the begin-
ning of , at which point there would be a sudden spike in the
correlation. Thus, by tracking , we can detect the pres-
ence of a known pattern as soon as it arrives.

One issue still needs to be addressed. Due to manufacturing
limitations, the transmitter and the receiver are not centered
on the same frequency, but have a small difference , i.e.,

. Without correcting for it, the
correlation may not be strong even when the known pattern is
present in the signal. This offset, however, is relatively static and
can be estimated based on the history. Therefore, we can com-
pensate for the offset in the received signal before computing
the correlation. Hence, we have

where is the sampling period and is the com-
pensation factor for frequency offset .

Fig. 6 presents the outcome of signal correlation with a given
pattern. It shows a spike in the correlation value every time the
known pattern arrives. The effectiveness of correlation can be
explained as follows. Suppose two transmitted signals and

from and concurrently arrive at the receiver. The
resulting received signal . Then,
the result of correlation would be



548 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 20, NO. 2, APRIL 2012

Fig. 6. Correlation spikes whenever a known pattern arrives amid a background
transmission even if it is stronger (by 10 dB in this illustration).

Assume that the pattern we are looking for exists in the signal
from . Since the pattern is independent of the signal from
and the noise, the correlation with those terms would be close to
zero. Also, canceling out the frequency offset by compensating
for it, we have

where is the transmitted signal from and is the coeffi-
cient of the channel between and the receiver. The correlation
yields the highest value when matches . The resulting value
of the spike is , where is

We normalize the correlation value to and apply
a threshold on the resulting value to detect the presence of the
known pattern. Thus, while receiving a packet from can
continuously search for a new interfering frame by making
“universally known preamble.” If the interfering frame starts
first, the receiver can search for ’s transmission by making

“ ’s own signature.” Thus, signal correlation allows a re-
ceiver to promptly detect a collision.

Threshold Selection: The correlation value depends on signal
strength and transceiver characteristics [5]. The higher the nor-
malized correlation value, the easier it is to identify the pat-
tern without false positives/negatives. Choosing a threshold is
not hard considering that successful correlation yields a sudden
spike as evident from Fig. 6. For CSMA/CN, low false positive
is desirable, even at the expense of slightly higher false nega-
tives. In our prototype implementation, the threshold is empiri-
cally estimated from an experiment to keep false positives below
5%. In practice, suitable thresholding is relatively easier at a re-
ceiver for detecting a collision than at a transmitter for detecting
a collision notification in the presence of a self-signal. However,
a transmitter can adapt its threshold using the results from pre-
vious correlations. Based on the past correlations corresponding
to successful transmissions, a transmitter can choose a threshold
to keep false positives low.

B. Self-Signal Suppression

A transmitter also uses signal correlation for detecting the
collision notification at the listening interface by setting
receiver’s signature. However, it is more challenging to detect
the notification because the self-signal is much stronger than
the notification at the listening antenna. Fig. 7 plots the normal-
ized correlation value as a function of the difference in signal
strengths between the self-signal and the notification. The de-
fault settings in our experiments are as follows. The transmit
power is 12 dBm and the signal-to-noise ratio (SNR) of self-

Fig. 7. Correlation performance with varying transmitter–receiver separation.
When signature is absent, correlation values are quite small and thus not vis-
ible. Total false detection (positive and negative) could be higher than 20% if
notification is weaker than self-signal by greater than 16 dB. (a) Correlation
when signature is present/absent. (b) False positive/negative rates of discerning
notification.

signal is 50 dB. The self-signal was kept at 50 dB to prevent
the analog-to-digital converter (ADC) from saturation. The lis-
tening and transmitting antennas are separated by 2 ft. The size
of the notification signature is 20 B (note that, like preamble, the
signature is transmitted using BPSK). As evident from the re-
sults, the transmitter can reliably detect the notification when the
receiver is nearby. If the receiver is not nearby (i.e., self-signal
minus notification greater than 16 dB), correlation yields false
detections of greater than 20%. This is not desirable because
collisions are more likely when the receiver is farther from the
transmitter.

By the definition of correlation, the relative strengths of self-
signal and collision notification should not matter in theory.
Even when the notification is relatively weak, the correlation
value should depend solely on the received energy of the noti-
fication. However, the theory assumes that the two signals (
and ) and channel coefficients ( and ) are independent.
In practice, they are not completely independent. Consequently,
the much stronger self-signal dominates in determining the out-
come of correlation, making it harder to discern the notification
from distant receivers.

To overcome this limitation, we propose to suppress the
self-signal with the aid of interference cancellation tech-
niques [4], [6], [7]. The major challenge is to model the various
hardware and channel-specific effects experienced by the
self-signal. However, we observe that the self-signal under
CSMA/CN is more amenable for cancellation for the following
reasons. First, the self-signal is a known signal for the trans-
mitter. Second, the transmitting and listening interfaces will be
close to each other, and so the wireless channel effects will be
relatively small and time-invariant. Third, the listener hears the
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Fig. 8. Schematic of the self-signal suppression over wireless.

earlier part of the self-signal in the clear since the notification
arrives only after the receiver has detected the collision and sent
back the notification. This provides adequate opportunity to
estimate and model the channel and hardware effects. Finally,
since our aim is not to decode the bits but to improve the corre-
lation, an approximate cancellation might suffice in discerning
the notification from a distant receiver. That is why we refer to
our approach as self-signal suppression.

Our self-signal suppression process is similar to interference
cancellation in [4] and [7]. The signal received at the listening
antenna is a combination of the transmitted self-signal and the
collision notification signal from the client. The listener knows
the symbols being sent and thus the transmitted signal . The
received self-signal is the result of several effects such as
channel distortion, sampling offset, and frequency offset on the
transmitted signal . These effects are modeled from the re-
ceived self-signal in the clear prior to any potential collision no-
tification. Once modeled, the derived signal is subtracted from
the received signal. What remains is the collision notification
signal along with the noise due to imperfect modeling of self-
signal. The listening antenna can now correlate this residue with
the receiver signature to detect the notification. Fig. 8 shows the
overall architecture for wireless signal suppression. We elabo-
rate on each of the steps involved in modeling the self-signal.

Channel Distortion: Due to the proximity of the two an-
tennas, there would be relatively less path loss. Hence, we can
maintain a crude estimate of the channel using the method men-
tioned in [4]. Specifically, when the preamble of the self-signal
is received, we compute the complex channel impulse response
from the received signal and the known preamble.

Sampling Offset: Since the transmitters and the receiver’s
clocks are not synchronized, the receiver may not sample at the
ideal sampling points. A practical wireless receiver tracks the
sampling offset and performs interpolation to estimate the
“ideal” sampled points . Using the same estimate of , we
can interpolate to find the complex values corresponding to the
“actual” sampled points as follows:

Frequency Offset: CSMA/CN uses the receiver’s estimate of
frequency offset . Frequency offset is relatively stable and
does not change for long durations. To incorporate the effect of
frequency offset, the th transmitted sample is phase-shifted by
a factor of , where is the symbol duration.

Filter and Intersymbol Interference Effects: Due to multipath
effects, a wireless symbol interferes with its adjacent symbols.

Fig. 9. Self-signal suppression over wireless with varying transmitter–receiver
separation. The difference in signal strengths of self-signal and notification can
be as high as 32 dB (total false detection�20%). (a) Correlation when signature
is present/absent. (b) False positive/negative rates of discerning notification.

Also, hardware filters deliberately blend adjacent symbols to
reduce bandwidth leakage. We model these effects as a least
mean square filter. We train this filter with the clear portions of
the self-signal and the resulting signal after applying the above
distortions on the transmitted signal .

CSMA/CN needs to cancel the self-signal as it arrives from
the transmit to the listening antenna. Since the notification will
come back after a delay, the listener exploits this opportunity
to estimate the distortion from the clear part of the self-signal.
Now, the listener also knows the actual set of transmitted
symbols, and therefore can replay the estimated distortion onto
them, i.e., the sampling offset, frequency offset, and channel
effects in sequence. This artificially distorted signal is expected
to be an approximation of the self-signal and is thus subtracted
from the (wirelessly) received signal. The subtraction happens
in blocks, resulting in a residue. The listener correlates for the
notification in this residue, and if the correlation does not spike,
the listener repeats the same procedure for the next signal block.
Fig. 9 shows that, with this approach, notification can be reli-
ably detected even when it is weaker than self-signal by 32 dB
(as opposed to only 16 dB without self-signal suppression).

C. Self-Signal Suppression Over the Wire

Since the signal we are trying to cancel is a self-signal, it
can be passed on to the listening interface (from the transmit
antenna) over a physical wire. The advantage is that the signal
received over the wire incurs the same filter distortion and fre-
quency offset effects as that of the wireless signal. This pre-
cludes the need to model these effects separately. Fig. 10 il-
lustrates this process. Observe that if the wirelessly received
self-signal has to be recreated from the known bits, the various
hardware distortions would have to be modeled precisely.
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Fig. 10. Schematic of the self-signal suppression over the wire.

Fig. 11. Self-signal suppression over the wire with varying transmitter–re-
ceiver separation. The difference in signal strengths of self-signal and
notification can be up to 34 dB (for less than 20% false detection). (a) Cor-
relation when signature is present/absent. (b) False positive/negative rates of
discerning notification.

We take the wired signal, compute its sampling offset, and
then align it with the wireless signal based on their mutual dif-
ference in the offsets. At this point, the only distortion absent
in the wired signal is the effect of channel and multipath. If
we could “inject” these effects in the wired signal, it may be
possible to create the wireless self-signal received by the lis-
tener antenna. For this, we capture these channel/multipath ef-
fects using a linear equalizer. Specifically, from the clear por-
tion of the wireless self-signal, , we calculate a set of filter
taps , such that is minimized (here, is the wired
signal). The signal is then subtracted from the received
signal , leaving a small residue. When the collision notifica-
tion also arrives along with the self-signal, (i.e., is a sum of the
self-signal and the notification), we expect the residue to contain
the notification. The listener continuously correlates the signa-
ture with the residue and observes a spike at this time. Since
wired cancellation is more reliable, the notification detection is
more robust even under stronger self-signals. Fig. 11 shows that,
when assisted by wired communication, the difference in signal
strengths of self-signal and the notification can be up to 34 dB
for reliable detection (compared to 32 dB, as shown in Fig. 9,
with self-signal suppression over wireless).

D. Listener Antenna Orientation

The separation between antennas and their orientations in-
fluence the relative strengths of the self-signal and the notifi-
cation. The self-signal is 50 dB stronger at a 2-ft separation.
Since both the antennas have to be packaged on the same ac-
cess point (AP), their maximum separation is limited. How-
ever, Fig. 12 demonstrates that antenna orientations can reduce
the strength of the self-signal and hence can be exploited by
CSMA/CN. Of course, it is relevant to ask whether antenna ori-
entations will also reduce the notification signal, affecting cor-
relation. Fig. 12(b) shows that when the original self-signal was
55 dB, the self-signal reduces by 12 dB while the notification
strength reduces by 6 dB. In all our orientations, the transmit
antenna is always placed upright to have minimum impact on
the original transmission. Fig. 12(c) shows that by positioning
the listening antenna correctly and performing self-signal sup-
pression, it is possible to correlate notifications for clients that
are 36 dB weaker than the self-signal.

We now discuss how, in the future, we can further suppress
the self-signal to make the CSMA/CN scheme quite practical.
With a reasonable antenna separation of 1 ft, modern APs will
have a self-signal of 65 dB [8]. Our experimentation shows that
we gain 15 dB from correlation and 20 dB from digital inter-
ference cancellation. Also, antenna orientation gives us a gain
of 10 dB with 1-ft separation; see Fig. 12(b). Combining these,
using only digital cancellation, we can offset a self-signal of
40 dB. We believe the remaining 25 dB can be handled using
analog cancellation. There exist chipsets for analog cancellation
that can cancel up to 30 dB of self-interference [9]–[11].

E. Signature Assignment

As discussed earlier, CSMA/CN needs different signa-
tures, where is the number of nodes in the network. A nat-
ural question is how “different” should the signatures be? If

signatures must be very different, the signature size has to be
larger. Fortunately, as discussed in Section III-A, there exists an
inherent difference in the center frequency offsets for wireless
radios (Fig. 13 confirms a wide range of diversity). When the
transmitter is searching for the notification on its listening in-
terface, it can account for its receiver’s frequency offset. Even
if some other node is transmitting a reasonably “similar” signa-
ture, the listening interface may not find a high correlation due
to the differences in their frequency offsets and other hardware
idiosyncrasies [5]. In other words, the frequency offset naturally
creates some “dissimilarity” between the signatures, helping in
keeping the signature short.

We studied whether different signatures may induce similar
correlations. Fig. 5 shows a scenario where ’s signature ar-
rives when is searching for ’s signature. To ensure that

does not abort, CSMA/CN needs to ensure that the two sig-
natures do not exhibit a high correlation (no false positives).
Tables I and II show the fraction of false positive correlations be-
tween signatures with varying hamming distance and frequency
offsets. Evidently, at practical frequency offsets, signatures that
differ by as few as 48 b can be robustly distinguished (with less
than 4% false positives). The number of signatures available,
however, depends on its size. Depending on the number of nodes
in the network, the receiver can dynamically select the size and
pattern of such signatures.
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Fig. 12. Effect of listener antenna orientation on self-signal suppression. With
proper orientation, the difference in signal strengths of self-signal and notifi-
cation can be up to 36 dB (for less than 20% false detection). (a) Tested an-
tenna orientations. (b) Signal strength between the transmit, listening antenna,
as well as the receiver and listening antenna for the above orientations. (c) False
positive/negative rates of discerning notification against varying transmitter–re-
ceiver separation with self-signal suppression for configuration 4. The original
self-signal as in configuration 1 is 50 dB.

IV. PERFORMANCE EVALUATION

We have shown the robustness of notification detection at
the transmitter in Section III. In this section, our experiments
are designed to answer two questions on the performance of
CSMA/CN: 1) What is the accuracy of detecting a collision at
the receiver? 2) How much is CSMA/CN’s throughput gain over
802.11 and PPR? We start with a brief description of the system
implementation and then proceed to the results.

Fig. 13. Cumulative distribution function (cdf) of frequency offsets between
all pairs of USRPs in our testbed.

TABLE I
FALSE POSITIVE CORRELATIONS BETWEEN A PAIR OF SIGNATURES WITH

DIFFERENT HAMMING DISTANCES (FREQUENCY OFFSET DIFFERENCE

BETWEEN THE SIGNATURES IS 0.4 kHz)

TABLE II
FALSE POSITIVE CORRELATIONS BETWEEN SIGNATURES WITH DIFFERENT

FREQUENCY OFFSETS (HAMMING DISTANCE BETWEEN THEM IS 48)

A. Implementation

We have implemented CSMA/CN on a USRP testbed of
10 nodes. We used the GNU Radio framework with spread
spectrum physical layer. Each USRP operates at 2.4 GHz with
a sample rate of 2M samples/s. CSMA/CN uses BPSK and
QPSK modulation schemes with convolution coding rate of
and , yielding four different bit rates. We incorporated the
publicly available BCJR blocks of SoftPHY [1] along with
signal correlation and collision detection logic in our codebase.
The BCJR decoder outputs a log likelihood ratio (LLR) for
each bit. SoftPHY bit error rate (BER) estimate was calculated
from these LLR values as mentioned in [1].

B. Receiver-Side Collision Detection

We mentioned earlier that while receiving, the receiver
employs preamble correlation to detect a new interference.
However, not all interfering transmissions will cause collisions;
the receiver needs to gain better confidence that a packet is truly
failing. For this, the CSMA/CN receiver obtains physical-layer
hints from SoftPHY [1], [2]. SoftPHY uses the output of
BCJR [12] decoders to predict BER on a per symbol basis.
We declare a bit is in error if the BER calculated by SoftPHY
is more than a factor than the BER of the clear frame. The
factor is chosen depending on the bit rate of the packet.
The receiver then declares a collision if within a window of
20 B (from the point of preamble detection), SofPHY hints
suggest that more than 30% bits have confidence less than .
Thus, if a preamble-correlation spike is followed by a train
of low confidence symbols, the receiver stops reception and
transmits the collision notification. Now, if the preamble itself
is not detected, collisions may still occur. CSMA/CN therefore
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Fig. 14. CSMA/CN can detect a collision correctly (more than 92% of cases)
even at high SIR and at all bit rates. The false positives are also negligible (1%).
(a) Collision detection accuracy at different SIRs. (b) Collision detection accu-
racy at different bit rates.

continuously tracks the SoftPHY confidences, but uses a more
conservative threshold to declare a collision.

To evaluate the accuracy of collision detection at the receiver,
we set up a transmitter–receiver (T–R) pair and a moving inter-
ferer with backlogged traffic. All packets are 1500 B, and the
bit rate is set to BPSK with coding. The T–R link delivers
almost 100% of the packets without the interferer; any packet
loss is mainly due to a collision. In the presence of interfer-
ence, the packet is either: 1) decoded correctly; 2) received
with errors (i.e., preamble decoded but packet lost); or 3) not
received at all (preamble lost). Note that for a particular bit rate,
links are attenuated until no higher rate is supported. Hence,
our evaluation consists of both strong (high bit rate) and weak
(low bit rate) links. Fig. 14(a) shows the breakup of these three
cases with increasing signal-to-interference ratio (SIR) on the

-axis. Under such an interference condition, the dashed line
in Fig. 14(a) shows CSMA/CN’s collision detection accuracy.
This accuracy is defined as the fraction of actual collisions
detected by CSMA/CN. Evidently, when SIR is low, collision
detection accuracy is close to 1. Even when SIR is high with
77% packets being successful (i.e., 23% collisions), CSMA/CN
can still detect a collision correctly in 92% of the cases. Put
differently, CSMA/CN fails to detect collisions with a low
probability.

We also evaluated collision detection accuracy for different
bit rates. Fig. 14(b) shows that CSMA/CN can detect most of
the collisions at all bit rates. The accuracy per bit rate is derived
from averaging over varying SIRs. We observed only a negli-
gible number of false positives (1%) in the experiments. We be-
lieve this is tolerable for most practical purposes.

C. Throughput Evaluation

We now compare CSMA/CN’s throughput against PPR [2]
and a conventional scheme (we call it 802.11-like). We dis-
cuss our experimental methodology followed by performance
results.

Experimental Methodology: Software radios incur artificial
delays in obtaining samples from the RF front end to the host
program. Detecting a collision and transmitting back the notifi-
cation will naturally include these delays. Thus, conducting a
real-time evaluation of CSMA/CN is difficult. Hence, we re-
sort to trace-based evaluation to study throughput gains with
CSMA/CN. We set up random topologies with USRPs around
our campus building. Each topology mimics three APs having
1–3 clients associated with them. Due to artificial communica-
tion delays between USRP and host computer, carrier sense in-
curs additional delays on USRPs [13]. This might cause unwar-
ranted collisions giving unfair advantage to CSMA/CN. Thus,
for a fair evaluation, we devise a methodology inspired by [4].
The basic idea is to extract traces from a testbed of laptops and
then ask what would happen if CSMA/CN-enabled USRPs were
used instead of those laptops.

To this end, we place a laptop at the position of each USRP.
The laptops use power control to approximate the same topology
as the USRPs would and perform regular carrier sensing. Also,
for each AP–client link, the maximum possible bit rate is chosen
at which the delivery ratios are consistently over 99%. Transmis-
sion bit rate is limited to 18 Mb/s to keep the modulation anal-
ogous to the corresponding USRP experiment using BPSK and
QPSK. The experiments are performed at night in a static en-
vironment—this precludes interferers and allows for the chosen
data rates to hold for longer timescales. Using this setup, we ob-
tain the approximate interference map and use it later to generate
collisions in our trace-based evaluation. The interference map is
generated by taking pairs of APs, making them backlogged with
traffic, and then making them transmit as with 802.11. The APs
continue transmitting to specified clients until they drain out
their entire backlogged traffic. We collect the traces at the clients
and find the delivery ratio of the links in the presence of other
interfering links (i.e., the other AP). This gives us the condi-
tional probabilities of reception, i.e., with what probability will
C1 successfully receive from AP1, if AP2 also transmits simul-
taneously. Equipped with this interference map, we repeat sim-
ilar experiments on USRPs (but with carrier sensing turned off)
to obtain collision detection probability for each pair of links.

We use the traces obtained from the previous experiment
and emulate CSMA/CN. The APs are assumed to have 10 MB
of data to be transmitted to each of its clients. Whenever there
are concurrent transmissions, the emulator probabilistically
determines whether a receiver experiences collision from the
interference map of the network. In case of a collision, it
transmits a collision notification, and the corresponding trans-
mitter is aborted. We emulate backoff similar to 802.11, so
the next random backoff for the colliding transmitter is chosen
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Fig. 15. Performance comparison of CSMA/CN scheme with 802.11-like and PPR schemes. The achieved throughput with CSMA/CN is significantly better
than that with 802.11-like scheme. The relative throughput gain with CSMA/CN over PPR ranges from 10% to 30%. (a) Throughput per link. (b) Throughput of
CSMA/CN versus PPR. (c) Fraction of successful bytes over the total number of transmitted bytes.

from a range that is double its previous value. Then, all the
pending transmitters (including the just aborted transmitter)
emulate carrier sensing and the backoff countdown. Thus, the
transmitter with the lowest backoff will transmit next. Carrier
sensing, backoff, DIFS, SIFS, and ACK time overheads are
carefully accounted for between transmissions. This emulates
(although with some approximation) what would have hap-
pened if CSMA/CN was running on the same network. We
repeat similar emulation for 802.11 and PPR.

Performance Results: Fig. 15 compares the throughput of
CSMA/CN scheme against PPR and 802.11-like schemes. Ev-
idently, CSMA/CN offers improved throughput than the other
two schemes. Specifically, from Fig. 15(a), we observe that
around 80% of the links achieve more than 2 Mbps throughput
with CSMA/CN. In contrast, 80% of the links obtain less than
2-Mb/s throughput under PPR and 802.11. Fig. 15(b) zooms
into the comparative performance of CSMA/CN and PPR.
Each dot on the graph corresponds to a link, and the - and

-axis values correspond to throughputs achieved by PPR and
CSMA/CN, respectively. Since CSMA/CN “prevents” a colli-
sion, instead of “recovering” from it like PPR, the throughput
of the links improves. The relative improvement ranges from
10% to 30%.

We further analyze how PPR incurs relatively high retrans-
missions with respect to CSMA/CN. Fig. 15(c) shows the frac-
tion of successful bytes over the total number of bytes trans-
mitted for each scheme. Recall that CSMA/CN aborts transmis-
sion while PPR needs to retransmit the interfered chunk. Fur-
thermore, when the interference starts first, PPR loses the en-
tire packet. CSMA/CN, however, needs to retransmit only the
bytes that were lost during the collision detection/notification
operation. Thus, wasted transmissions are fewer in CSMA/CN,
resulting in better overall throughput.

At higher transmission bit rates, collision notification will
have a relatively higher overhead since it takes constant time.
However, based on the example in Section II-C, at 54-Mb/s
rate and 20-MHz bandwidth, this overhead amounts to less than
150 B. Therefore, when packets are of size 1500 B, aborting
colliding transmissions is beneficial even at high bit rates. More-
over, there is an additional gain, particularly at high rates, from
replacing the conventional ACK frame with the ACK signature.
To understand CSMA/CN’s gain at higher rates, we performed
a custom simulation. The simulator does not model the detailed

Fig. 16. Throughput gain with CSMA/CN over 802.11. (a) Varying number
of nodes (collision probability 0.1). (b) Varying fraction of collisions (10-node
topology).

characteristics of the wireless channel and simulates only colli-
sions of overlapping transmissions. We believe this is reason-
able because our goal is to understand CSMA/CN’s relative
performance due to collisions induced by backoff and hidden
terminals.

Fig. 16(a) shows the performance improvement of
CSMA/CN over 802.11 for increasing number of colli-
sions due to hidden terminals. Noticeably, throughput gain is
similar at various rates. In denser networks, backoff induced
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Fig. 17. Throughput gain with CSMA/CN over PPR. (a) Varying number of
nodes (collision probability 0.1). (b) Varying fraction of collisions (10-node
topology).

collisions (when multiple nodes choose the same backoff) will
be higher [14]. Thus, the throughput gain over 802.11 increases
with the increasing number of nodes, as in Fig. 16(b). We have
also compared the performance of CSMA/CN with PPR in
Fig. 17(a) and (b). It is evident that, though the throughout gains
over PPR are less than that over 802.11, gains are significant
and trends are similar.

CSMA/CN can potentially provide further throughput im-
provement when used in conjunction with a bit-rate adaptation
scheme. Commonly deployed rate adaptation schemes like Auto
Rate Fallback (ARF) reduce bit rate in response to packet loss.
Ideally, bit rate should be decreased only when the loss is due
to fading, but not in case of a collision. CSMA/CN can reliably
detect collisions and hence can aid bit-rate adaptation. Fig. 18
shows throughput gains with CSMA/CN over 802.11 with rate
adaptation using ARF. CSMA/CN improves performance fur-
ther because it can correctly prescribe when the bit-rate adapta-
tion scheme should reduce rate. Moreover, with higher channel
fading, the relative gain with CSM/CN is larger. This is because
CSMA/CN doubles backoff contention window only in case of
collisions, but not losses due to fading. 802.11 will unneces-
sarily back off even when a packet is lost due to fading and con-
sequently yields lower throughput.

With 802.11n rates, the overhead with CSMA/CN is rela-
tively high compared to the air time of an individual frame.
However, note that 802.11n employs frame aggregation, which
combines multiple frames into a single transmission. These

Fig. 18. Gain with CSMA/CN over 802.11 using ARF for rate adaptation.
(a) Varying number of nodes (collision probability 0.1). (b) Varying fraction
of collisions (10-node topology).

frames are acknowledged as a block only at the end of the
aggregate frame transmission. Relative to that aggregate frame,
the overhead of CSMA/CN is rather insignificant and potential
gain is quite significant. Therefore, we believe CSMA/CN is
beneficial even in 802.11n networks.

V. ISSUES AND DISCUSSIONS

We discuss some of the limitations and opportunities with
CSMA/CN that remain unaddressed in this paper.

1) Can CSMA/CN be used in conjunction with multiple-
input–multiple-output (MIMO)? This design and implementa-
tion of this paper assumes single-input–single-output (SISO)
communication. Nevertheless, we hypothesize that with a better
analog-to-digital (A/D) converter, the same listener logic can
be shared by multiple antennas in a MIMO system. Each of
the antennas can submit a distinct signature corresponding to
its respective receiver. The listener logic can then execute the
correlation (with each of the signatures) in parallel and abort the
appropriate transmit antenna. If the cost of employing multiple
correlation logic is a concern, the correlation can be performed
serially, at the expense of a longer turn around time. We leave
the implementation of such a system for future work.

2) Why not use tones to abort transmission (in the spirit of
the DBTMA protocol [15])? Supporting frequency tones
will require additional channel resources. Excessively narrow-
band tones are prone to fading; tones also need to be sepa-
rated by a guard band to cope with nonideal filters. Even though
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feasible, the aggregate bandwidth investment for a tone-based
CSMA/CN may lead to channel wastage.

3) Can exposed terminals be addressed with signal correla-
tion? The CMAP [16] proposal addresses the exposed terminal
problem by estimating an interference map among neighboring
links. If exposed terminals identify that their respective trans-
missions can be accomplished in parallel, they carry out the
transmission. The interference map changes over time, and links
expected to be parallel can mutually interfere. In such a case, the
receiver of the failing packet can immediately abort its trans-
mitter. More generally, CSMA/CN is a primitive that enables a
variety of protocol possibilities—exposed terminals via CMAP
like schemes is one of them.

4) Can CSMA/CN be applicable to broadcast settings? Wire-
less broadcast/multicast protocols traditionally suffer from the
problem of excessive ACK overhead. CSMA/CN may resolve
this problem if unique signatures can be assigned to each of
the clients. So long as there are modest number of clients, the
transmitter can continuously track how many clients are encoun-
tering collisions, and abort accordingly.

5) How do the neighbors of a transmitter utilize the channel
soon after it aborts the transmission? In 802.11, exposed termi-
nals will hear the PLCP header of an ongoing transmission and
will set their NAV. This will prevent them from transmitting al-
though the channel is cleared when the ongoing transmission is
aborted. We argue that carrier sense is sufficient for CSMA/CN,
and NAV is not necessary. Even without NAV, ACK signature
(which is much shorter than the conventional ACK frame) can
safely arrive at the sender. This is because an exposed terminal
(around the sender) will carrier sense for DIFS duration before
transmission. Since the ACK signature will appear within that
interval, it will not interfere with ACK correlation at the sender.
Thus, neighboring terminals of an aborted transmission need not
wait for NAV and can occupy the channel as soon as it is clear.

6) Are there any additional incentives to deploy CSMA/CN?
This paper is a first step toward adopting collision detection
in wireless networks and is certainly amenable to various im-
provements. Yet, even this first step provides several potential
secondary benefits. Past research shows transmission bit rate
should not be reduced due to collisions and should only cater to
fading [1], [17], [18]. CSMA/CN will aid rate adaptation with
sound collision detection. Since correlation is more robust than
decoding, the ACK loss in 802.11 can be mitigated by using
signatures. 802.11 is by design conservative to prevent colli-
sions. CSMA/CN has a low penalty due to collision, and thus it
provides network administrators an opportunity to be more ag-
gressive with carrier sense threshold, backoff, etc., potentially
yielding higher network throughput.

VI. RELATED WORK

Avoiding Collisions: There have been numerous MAC proto-
cols proposed for wireless networks [19]. A common feature of
most of these schemes is that they avoid collisions by utilizing
control frames or out-of-band busy tones. These schemes tend
to be either quite conservative by reserving a large space around
the communicating nodes, or do not completely eliminate the
collisions. Some studies have shown that enabling RTS-CTS, to
avoid collisions, reduces the overall throughput in practice [20]
and is hence disabled by default in many deployments [21]. Re-
cently, several schemes use the knowledge of interference map

to schedule transmissions intelligently [16], [22], [23]. Inter-
ference relationships vary with time and hence are difficult to
monitor.

Recovering From Collisions: Apart from PPR mentioned
earlier, ZipTx [3] and Maranello [24] make use of known pilot
bits to detect errors and recover the partial packets. We do not
insert any known bits for detecting collisions. A receiver could
apply interference cancellation [6] to recover the frame of
interest by decoding the interfering transmission first and then
canceling it out. However, this approach works only when the
relative strengths of the signals at the receiver satisfy certain
thresholds. CSMA/CN also employs interference cancellation,
but at the transmitter for the purpose of suppressing self-signal
and strengthening signature correlation. ZigZag decoding [4]
is a form of interference cancellation that recovers frames from
repeated collisions. While this is a creative approach, it requires
that the same set of frames be involved in multiple collisions.
Similarly, ANC [25] requires the knowledge of one of the
packets involved in a collision.

Detecting Collisions: Reference [17] enables a transmitter to
distinguish between a fading and collision by having the re-
ceiver return the received bits. SoftRate [1] utilizes SoftPHY
information to distinguish between collision and fading for rate
adaptation. AccuRate [26] detects collisions by comparing con-
stellation dispersions of preamble and postamble. In contrast,
CSMA/CN detects and aborts collisions on the fly.

Aborting Collisions: A scheme that bears some similarity
with CSMA/CN is [27]. The authors use an out-of-band con-
trol channel to transmit pulses for the purpose of indicating
active transmissions. Transmitters sense the control channel
to detect potential collisions, however such decisions at the
transmitter are not an accurate indicator of collision at the re-
ceiver. CSMA/CN uses an in-band collision detection scheme
at the receiver with explicit feedback to the transmitter to abort.
Our previous work [28] is limited in its ability to detect a
collision notification. This paper performs self-signal suppres-
sion through interference cancellation and antenna orientation
making CSMA/CN suitable for distant transmitter–receiver
pairs that are more vulnerable to collisions.

Suppressing Self-Signal: As mentioned above, there are
several schemes proposed earlier for interference cancella-
tion [6], [29], particularly for the case when the interfering
bits are known [4], [10], [25], [30]. Self-signal is a special
case of known interference where the receiver and the inter-
ferer antennas are both attached to the same node. While this
scenario makes the interference quite strong and cancellation
relatively hard, it also provides opportunities for suppressing
self-signal with appropriate antenna placement. A recently
proposed approach for full duplex communication [31] places
two transmitting antennas such that their relative distances to
the receiving antenna differ by half the carrier wavelength.
This allows for a natural suppression of the self-signal at the
receiver’s antenna. Such an antenna placement would also
benefit CSMA/CN. However, a pertinent question then is why
not employ full duplex communication instead of CSMA/CN.
Note that correlation is sufficient for detecting notification,
whereas decoding is necessary for full duplex communication.
Given that the self-signal is much stronger than the received
signal, and that there could be several other signals in the
environment, correlation is more robust than decoding. This
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robustness is critical, especially when the notification signal is
weak, i.e., when the receiver is far away from the transmitter.

VII. CONCLUSION

CSMA/CN is an attempt to approximate CSMA/CD in
wireless networks. We show that it is feasible to abort an un-
successful transmission with the aid of a collision notification
from the receiver. Techniques from signal correlation and
SoftPHY-based hints are employed to this end. We believe that
the proposed architecture is simple, the additional hardware
requirements are tolerable, and the performance improvements
are worthwhile. Perhaps more importantly, CSMA/CN is only
one example of how signal correlation can be exploited in wire-
less systems. Exploring the possibilities across the protocol
stack is an open area for future research.
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