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Abstract
Recent advances in Deep Neural Network (DNN) have demonstrated its great potential for achieving human-surpassing performance in multiple domains. On the one hand, researchers still have insufficient knowledge about the principles of DNN. Thus, DNN is like "the sword of Damocles" where its security or reliability is an essential concern that cannot be circumvented. On the other hand, the impressive performance achieved by DNNs normally accompanies with the drawbacks of intensive memory and power usage, due to enormous model size and high computation workload. It significantly hampers their deployment on the resource-limited cyber-physical systems or internet-of-things on the edge. In this talk, I will first discuss a new paradigm of the adversarial attack on the DNN weights, where a few malicious bit-flips can cause fully malfunction of target DNN, and its corresponding defense method. After that, I will discuss the DNN compression technique using the low bit-width quantization together with its hardware accelerations. I will summarize my talk with a vision of the future software-hardware collaborative design of trustworthy and efficient systems for artificial intelligence and big-data processing.
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